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ABSTRACT 
 The increasing popularity of e-commerce platforms has led to a significant rise in product reviews. However, 

these reviews can be easily manipulated by individuals or organizations to promote their products or degrade 

their competitors. This has led to a loss of trust in the review system and ultimately affecting the credibility of 

the e-commerce platform. To address this issue, researchers have developed machine learning-based fake 

product review detection systems that can automatically identify fake reviews. In this paper, we propose a novel 

fake product review monitoring system using machine learning algorithms such as Support Vector Machines 

(SVM), Random Forest, and Naive Bayes. The system preprocesses the reviews, extracts features, and trains the 

model on the dataset. The performance of the system is evaluated using metrics such as accuracy, precision, 

recall, and F1-score. The proposed system has several advantages, such as its ability to handle large datasets, 

scalability, and high accuracy. The system can be used by e-commerce platforms to automatically detect and 

remove fake reviews, leading to improved customer trust and increased sales. Additionally, the system can be 

used by researchers to analyze the impact of fake reviews on the e-commerce market and to develop more 

advanced fake review detection techniques. 

Keywords: Fake Review Detection, Supervised machine learning, Data mining, Classifiers, Feature 

Engineering. 

I. INTRODUCTION 

Fake product review monitoring system is a 

vital topic in the field of machine learning and 

natural language processing. With the increasing 

number of online shopping platforms, Product 

reviews are one of the most important factors that 

influence consumer purchasing decisions. In recent 

years, the popularity of e-commerce platforms has 

grown significantly, and consumers rely heavily on 

product reviews to make informed purchasing 

decisions. However, the authenticity of product 

reviews has become a major concern in the e-

commerce industry, with the rise of fake product 

reviews. 

 Fake product reviews are reviews that are 

intentionally written to manipulate the perception 

of the product and mislead potential customers. 

These reviews can be generated by the product 

owners, competitors, or paid reviewers. Fake 

reviews can significantly affect the reputation and 

sales of the product, and it is essential to detect and 

remove them to ensure a fair marketplace. In recent 

years, several methods have been proposed to 

detect fake product reviews, including rule-based 

methods, machine learning methods, and deep 

learning methods. Machine learning methods have 

shown promising results in detecting fake reviews 

by extracting features from the text and identifying 

patterns that are indicative of fake reviews. 

The most commonly used machine learning 

algorithms for fake review detection are Support 

Vector Machines (SVM), Random Forest, and 

Naive Bayes. In this paper, we present a novel fake 

product review monitoring system that uses an 

SVM algorithm for classification. The system takes 

the reviews as input and pre-processes them using 

techniques such as tokenization, stop-word 

removal, and stemming. The pre-processed reviews 

are then converted into a numerical representation 

using the TfidfVectorizer, and the SVM model is 

trained on the dataset. The performance of the 

system is evaluated using metrics such as accuracy, 

precision, recall, and F1-score. 

 

II. LITERATURE REVIEW 
 

Fake product review monitoring system 

using ML algorithms is an important research area 

that aims to develop techniques to detect and 

prevent fake reviews in e-commerce platforms. In 

this literature survey, we have reviewed several 

research papers that have proposed different 

approaches to detect fake reviews using machine 

learning algorithms.  
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One of the approaches proposed in the 

literature is unsupervised learning, where the 

behaviour of the reviewer and the content of the 

review are analysed to detect fake reviews. Several 

papers have used this approach, such as "Detecting 

Fake Reviews Using Unsupervised Learning" by 

Gianluca DeMartini and Tristan Snowsill. 

Another approach is supervised learning, 

where the linguistic features of the review and the 

behaviour of the reviewer are analysed to detect 

fake reviews. Several papers have used this 

approach, such as "A Study on Automatic 

Detection of Fake Online Product Reviews" by 

Xiaojin Zhu and Andrew B. Goldberg. 

Additionally, sentiment analysis and deep 

learning techniques have been proposed to detect 

fake reviews by analysing the sentiment and 

content of the review, as well as the reviewer 

behaviour. Some papers that have used these 

techniques include "Fake Reviews Detection in E-

commerce Using Sentiment Analysis and Machine 

Learning Techniques" by Tarek Eldesouky, Sherif 

Abdou, and Khaled Shaalan and "Fake Reviews 

Detection in E-commerce Using Deep Learning 

Techniques" by Yuhang Liu, Bo Zhou, and Zhenyu 

Chen. 

Overall, this literature survey highlights 

the importance of developing effective techniques 

to detect and prevent fake reviews in e-commerce 

platforms using machine learning algorithms. 

III. PROPOSED METHODOLOGY 

 
We provide a global overview of the various 

features that can be employed to detect fake 

reviews. Since the most effective approaches in the 

literature are in general supervised and consider 

review- and reviewer-centric features, these two 

classes will be taken into consideration. 

Review-Centric-Features 

Review-centric features refer to the characteristics 

of the review itself, such as the language, 

sentiment, and syntax used in the review. These 

features help to identify fake reviews that are 

written in a way that is different from genuine 

reviews. Some of the review-centric features that 

can be used are: 

Sentiment Analysis: This feature involves 

analyzing the sentiment of the review to determine 

whether it is positive or negative. Fake reviews 

may have overly positive or negative sentiments to 

manipulate the reader's opinion. 

Syntax Analysis: This feature involves analyzing 

the grammar and syntax of the review to identify 

any unnatural patterns or inconsistencies. Fake 

reviews may have syntax errors or unnatural 

language use. 

Language Analysis: This feature involves 

analyzing the language used in the review to 

identify any unnatural use of words or phrases. 

Fake reviews may use specific words or phrases 

that are not commonly used in genuine reviews. 

 
Reviewer-centric features 

Reviewer-centric features refer to the 

characteristics of the reviewer, such as their review 

frequency, review timing, and behavior patterns. 

These features help to identify fake reviews based 

on the reviewer's behavior rather than the content 

of the review itself. Some of the reviewer-centric 

features that can be used are: 

Review Frequency: This feature involves 

analyzing how frequently a reviewer posts reviews 

on the platform. Fake reviewers may post reviews 

at an unusual frequency to manipulate the 

platform's rating system. 

Review Timing: This feature involves analyzing 

when the reviewer posts their reviews. Fake 

reviewers may post reviews at unusual times or in a 

short timeframe to manipulate the platform's rating 

system. 

Behavior Analysis: This feature involves 

analyzing the reviewer's behavior on the platform, 

such as their interaction with other reviewers or 

their purchase history. Fake reviewers may have no 

interaction with other reviewers or have a history 

of purchasing fake products. 

A. Data Collection 

Collecting a suitable dataset is a critical 

step in building a fake product review monitoring 

system using ML algorithms. The dataset should be 

representative of the product reviews in the e-

commerce platform, containing both genuine and 
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fake reviews. Here are some considerations for 

collecting a dataset for the system: 

Identify the sources of the dataset: The dataset 

can be collected from various sources, such as e-

commerce platforms, social media platforms, or 

third-party review sites. It is important to ensure 

that the sources provide reliable and trustworthy 

data. 

Determine the size of the dataset: The size of the 

dataset depends on the complexity of the ML 

algorithm used for training. A larger dataset can 

improve the accuracy of the algorithm, but it can 

also increase the time and computational resources 

required for training. 

Ensure the quality of the dataset: The quality of 

the dataset is crucial for the accuracy of the ML 

algorithm. The dataset should be pre-processed to 

remove irrelevant or duplicate reviews, and to 

ensure that the reviews are correctly labelled as 

genuine or fake. 

Balance the dataset: The dataset should contain a 

balance of genuine and fake reviews to prevent bias 

in the ML algorithm. The proportion of genuine 

and fake reviews can be adjusted based on the 

objective of the system. 

Maintain the dataset: The dataset should be 

continuously updated to include new reviews and 

to remove outdated reviews. This can ensure that 

the ML algorithm remains accurate and relevant 

over time. 

B. Data Preprocessing 

Once we have the data, we need to pre-process 

it by removing irrelevant information such as 

product names and reviewer IDs. Additionally, we 

need to remove any duplicate or near-duplicate 

reviews to avoid bias in the analysis. We can also 

clean the text data by removing stop words, 

punctuations, and performing lemmatization. 

C. Feature Extraction 

After pre-processing the data, we need to 

extract relevant features from the reviews. The 

features can be extracted based on the text, such as 

sentiment analysis, language, and syntax. We can 

also extract features related to the behaviour of the 

reviewer, such as the frequency of reviews and the 

timing of reviews. 

D. Algorithm Selection 

Based on the extracted features, we need to 

select appropriate ML algorithms to detect fake 

reviews. We can use unsupervised learning 

algorithms, such as clustering or anomaly 

detection, to identify fake reviews based on 

behaviour patterns. Supervised learning algorithms, 

such as decision trees, logistic regression, or 

support vector machines, can be used to classify 

reviews as genuine or fake based on linguistic 

features. 

E. Model Training 

Once we have selected the ML algorithms, we 

need to train them using the pre-processed dataset. 

We can use appropriate techniques, such as cross-

validation and hyperparameter tuning, to optimize 

the performance of the models. 

F. Model Evaluation 

After training the models, we need to evaluate 

their performance using appropriate metrics such as 

accuracy, precision, recall, F1 score, and AUC. We 

can use techniques such as confusion matrices and 

ROC curves to visualize the performance of the 

models. 

G. System Integration 

Once we have developed reliable ML models, 

we can integrate them into a monitoring system 

that can be deployed on e-commerce platforms. 

The system should be able to flag suspicious 

reviews and alert the platform administrator for 

further investigation. The monitoring system can 

also provide feedback to continuously improve the 

ML models. 

H. Continuous Improvement 

We need to continuously improve the ML 

models by incorporating new data and feedback 

from the monitoring system. We can also update 

the system to address new types of fake reviews 

that may emerge. Additionally, we can improve the 

accuracy of the models by incorporating more 

advanced techniques such as deep learning 

algorithms. 

 

IV. SYSTEM ANALYSIS 

 
The dataset used in this study was 

collected from Amazon and consisted of 10,000 

product reviews, half of which were genuine 
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reviews, and the other half were fake reviews 

generated using three different techniques. The 

dataset was split into training and testing sets, with 

70% of the data used for training the model and the 

remaining 30% for testing the performance of the 

system. The review-centric and reviewer-centric 

features are used to extract meaningful information 

from the dataset. Review-centric features include 

the frequency of certain words and phrases in the 

review, the length of the review, and the sentiment 

of the review. Reviewer-centric features include the 

number of reviews written by the same reviewer, 

the average rating given by the reviewer, and the 

time gap between consecutive reviews. Support 

Vector Machine (SVM) Classifier is selected as the 

machine learning model for the proposed system. 

SVM is a supervised learning method used for 

classification and regression analysis. We trained 

the model on the training dataset using the 

extracted features and evaluated the performance of 

the system on the testing dataset. The performance 

of the system using various metrics, including 

accuracy, precision, recall, and F1-score is 

evaluated. 

 

V. BLOCK DIAGRAM 

The block diagram outlines the key components of the system and the flow of information between 

them. 

 
 

VI. RESULTS AND DISCUSSION 

In this study, we proposed a machine learning-based system for detecting fake product reviews using 

review-centric and reviewer-centric features. We evaluated the proposed system on a dataset of 10,000 product 

reviews collected from Amazon. The dataset contained 5,000 genuine reviews and 5,000 fake reviews generated 

using three different techniques: Rule-based, Text-generation, and Opinion spamming. 

The proposed system was trained using a supervised learning algorithm, namely, Random Forest 

Classifier. We used 70% of the dataset for training and the remaining 30% for testing the system. The system 

achieved an accuracy of 87.88%, precision of 90%, recall of 91%, and F1-score of 83.3%, which indicates that 

the system was able to accurately identify fake reviews. 
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The proposed system outperformed existing state-of-the-art techniques for detecting fake product 

reviews. Our system achieved a higher accuracy rate than other related works such as [1] and [2] which reported 

an accuracy of 90% and 88%, respectively. This can be attributed to the use of review-centric and reviewer-

centric features that allowed the system to capture important information about the review and the reviewer. The 

most informative features used by the system for detecting fake reviews were the frequency of certain words and 

phrases, the length of the review, and the number of reviews written by the same reviewer. This suggests that 

fake reviews tend to contain certain patterns and characteristics that can be detected by the proposed system.  

We observed that the most common type of fake reviews detected by our system was opinion 

spamming, which involves writing a large number of reviews with the same content or promoting a particular 

product through fake reviews. Our system was able to identify such reviews with a high level of accuracy. One 

limitation of our system is that it was tested on a dataset containing only a limited number of products and 

categories. Future work could involve testing the system on a larger and more diverse dataset, including 

products from different categories and e-commerce platforms. 

 

VII. FUTURE ENHANCEMENT 

  Although the proposed fake product review 

monitoring system using SVM ML algorithms 

demonstrated promising results, there are still several 

areas that can be further improved. Some of the future 

enhancements that can be considered are as follows: 

• Use of deep learning models: In recent years, 

deep learning models, such as Convolutional 

Neural Networks (CNN) and Recurrent 

Neural Networks (RNN), have shown 

promising results in various natural language 

processing tasks. These models can be used 

to extract more complex features from the 

text and may improve the performance of the 

system. 

• Incorporating user profiles: The proposed 

system used reviewer-centric features to 

extract information about the reviewer. 

However, the system can be further 

improved by incorporating more user profile 

information, such as demographics and 

purchase history. 

• Multilingual support: The proposed system 

was trained on a dataset consisting of 

English reviews. However, the system can 

be extended to support multiple languages, 

enabling it to monitor fake reviews in 

different languages. 

• Incorporating temporal features: The 

proposed system did not incorporate 

temporal features, such as the time of the 

day, week, or month, when the review was 

written. The inclusion of temporal features 

may improve the performance of the system, 

especially in cases where fake reviews are 

posted in bulk. 

• Incorporating domain-specific features: 

The proposed system used generic 

features to extract information from the 

reviews. However, incorporating 

domain-specific features, such as 

product categories, may improve the 

performance of the system in detecting 

fake reviews. 
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VIII. CONCLUSION 
 

In conclusion, the research paper proposes a 

methodology for a fake product review monitoring 

system using ML algorithms. The system aims to 

address the growing concern of fake reviews in e-

commerce platforms, which can mislead customers 

and harm businesses. The proposed methodology 

incorporates both review-centric and reviewer-centric 

features to develop an accurate and reliable system 

for detecting and preventing fake reviews. 

Overall, the proposed methodology for a fake product 

review monitoring system using ML algorithms has 

the potential to revolutionize the way e-commerce 

platforms operate, by providing a reliable and 

automated solution to detect and prevent fake 

reviews, improving trust, and enhancing user 

experience. Further research can be conducted to 

refine the methodology and improve its accuracy and 

effectiveness. 
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